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• Overview of ASA24
• ASA24 architecture
• Lessons learned
• Future plans
• Discussion

Agenda
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• Fully automated, web-based, self-administered 24-hour dietary 
assessment tool

• Web-based system for probing, coding, and calculation of intakes
• Runs on desktops & mobile devices

• Developed by NCI (Westat as contractor)
• Format based on Automated Multiple-Pass Method (AMPM) 

interviewer-administered recalls collected in the National Health 
and Nutrition Examination Survey by the U.S. Centers for Disease 
Control and Prevention

• Publicly available at no cost to researchers, clinicians, and educators
• Other research-ready systems are expensive

• Allows collection of multiple recalls (retrospective) or records 
(prospective) in large-scale nutrition research

What is ASA24?
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ASA24 System



ASA24 Respondent Site



ASA24 Respondent Site
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Since 2006 ASA24 has . . .
• Collected ~1 million days of dietary data
• Used for > 800 peer-reviewed publications 
• Supported research, teaching, and clinical applications
• Supported grantees from 19 IOCs at NIH
• NIDDK, NHLBI, NIA, NICHD & NCI are the most common

• Integral to 2020-2030 Strategic Plan for NIH Nutrition Research
• Essential to Nutrition for Precision Health ($187 Million), powered by the All 

of Us program

ASA24 into the future . . .
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ASA24 Timeline

Cloud 
discussion
s begin

Live in the 
AWS NCI 
Cloud One

Challenges:
“Lift and shift” migration
FISMA Status
Multiple CBIIT contractors
Group to individual account
Domain name 
SolarWinds Hack

Optimize for cloud

2017 2020 - 2023 July 27, 2023 2024 & beyond2019

Planned
“go live”
in Cloud
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ASA24 Architecture
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• SQL Server
• Data types

• User management
• Question pathways 
• Participant responses 
• Study configurations

• Stored Procedures to support 
Respondent UI exchanges

• Size: 2TB

• OpenSearch
• Data types

• Response data transformed 
for analysis

• Analysis reference data
• Search
• Reporting tables

• Memory caching

Data Structures
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• Cloud Services
• Providing cost transparency (e.g. cost alerts)
• Utilize reserved instances instead of on-demand
• Review scheduled uptime for non-production tiers

• Application Changes
• Optimizing RDS usage to minimize storage space

• Archiving "older" data using other storage mechanisms (S3)
• Containerize the application components

Cloud Optimization & Cost Mitigation Strategies



Challenges
• Costs 
• Early adopter
• Lift & shift or re-factoring
• Delays

• Communication – ticketing system

Successes
• Table topic exercises/documentation
• Load testing

Lessons Learned



www.cancer.gov www.cancer.gov/espanol


